I529:  Bioinformatics in Molecular Biology and Genetics: Practical Applications (4CR)

HW3 (Due: March. 23rd BEFORE Lab session)
http://darwin.informatics.indiana.edu/col/courses/I529
INTRODUCTION:

There are two sessions to be completed. The session 1 is for programming using Perl and the session 2 consists of problems related to computational methods and algorithms. In order to submit your completed homework (Session 1), please use drop box at the Oncourse. Though you may turn in handwritten session 2 at the lab class, using MS Word (doc) or Acrobat (pdf) is strongly encouraged. These files can also be submitted through Oncourse.

QUESTION:
Don’t hesitate to contact me (Haixu Tang: hating@indiana.edu) or AI (Huijun Wang: huiwang@indiana.edu).

INSTRUCTION:

1. Please start to work on the homework as soon as possible. For some of you without enough computational background may need much more time than others. 

2. Include README file for each programming assignment. This is not supposed to be lengthy but should contain concrete and enough information;

A. Function of the program
B. Input / Output

C. Sample usage

3. You should submit a single compressed file for the session 1. On the biokdd server, do as following.

A. Go to your ‘L519FALL2005’ directory.

B. >tar –zcvf YourNetworkID.tgz ./HW3    (Suppose HW3 is your subdirectory)

4. Please ENJOY learning and practicing new things.

WARNINGS: YOU ARE SUPPOSED TO WORK IN GROUP FOR THE MINI CLASS PROJECT. HOWEVER, YOU MUST DO HOMEWORK SESSION 1 AND 3 ON YOUR OWN.
---------------------------------------------Section 1 --------------------------------------------------------
For section 1, you are required to write Perl scripts to do the following tasks.

· Note: Sequence file should be in FASTA format. Please refer to the following site for further information on FASTA format; (Reference 1, Reference 2), 40 points.
A Hidden Markov Model (HMM) is a Markov chain in which the states are not directly observable. Instead, the output of the current state is observable. The output symbol for each state is randomly chosen from a finite output alphabet according to some probability distribution. A Generalized Hidden Markov Model (GHMM) generalizes the HMM as follows: in a GHMM, the output of a state may not be a single symbol, but a string of finite length. For a particular hidden state, the length of the output string as well as the output string itself might be chosen according to some probability distributions, which can be different for different states. Formally a GHMM is described by a set of four parameters: 

· A finite set Q of hidden states. 

· Initial state probability distribution π. 

· Transition probabilities Ti,j for 
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·  Length distributions f of the states (fq is the length distribution for state q). 

· Probabilistic models for each state, according to which output strings are generated upon visiting a state. 

In last assignment, you have suggested a HMM model of the prediction of protein secondary structure using Q3 representation. This time we want to implement the GHHM model to predict protein secondary structure. 
· Procedure (hints)

· Use the provided xx protein sequences with known secondary structures as training set (file can be found at /tmp/I529Lab/HW3/ProteinSecondaryStructure.txt);

· Build the GHMM for protein secondary structure prediction, and obtain the necessary parameters from the training set; Implement the program (PredProStr_ghmm) based on the Vertebi algorithm to predict the Q3 represented secondary structure for a given protein sequence. Your program should take the same kinds of FASTA format for input and output as “PreProStr_ghmm –i inputfile –o outputfile”.

· Result
· The program PredProStr_ghmm, including the source code and a short readme file.

· An example of running your program (input and output).
-----------------------------------  Mini Group Project  # 2   ----------------------------------------

Mini group project # 2 is sequential to the HW Section 1. 30 points
Membrane proteins compromise a large fraction of eukaryotic proteins, and carry out many important protein functions as ion transporter, signal transduction and cell-cell recognition. Membrane proteins consist of transmembrane domains that can attach to the cellular membranes. The protein sequences for the transmembrane domains are enriched with hydrophobic amino acids, and shows a different amino acid patterns as the other kinds of inter-cellular globular proteins. In this project, we want to build a prediction model to identify transmembrane domains in a given protein sequence. Note that the input protein sequence may contain no transmembrane domain if it is not a membrane protein.
· GOAL

· Download a number of membrane protein sequences and their annotations as the training set and testing set from the database http://blanco.biomol.uci.edu/mptopo/;
· Build a GHMM for transmembrane domain prediction; 
· Create a web server which takes a protein sequence and predict the inner, transmembrane and outer part of the protein sequence, if there exists a transmembrane domain in it;
· The web server will be presented by each group at the lab section on 3/02.
· Result
· A program named ProdictMP_ghmm, running with the syntax as

ProdictMP_ghmm –i inputfile –o outputfile
· Inputfile stands for the name of input sequence file, in FASTA file format; the program should be able to report an error message if the input file is in the wrong format. 
· An implemented web site running the above program;

· Each group needs to submit only one set of results.

---------------------------------------------Section 2 ----------------------------------------------------------
For section 2, you are NOT required to write scripts. 30 points
1. Hidden Markov Model Training. Given sample behavior of HMM, compute the statistical parameters for HMM. Assume we have two coins, one is a fair coin (P(H|F) = 1/2 and P(T|F) = 1/2) and the other is a bias coin (P(H|B) = ? and P(T|B) = ?).  Compute the statistical parameters for HMM given the sample behavior shown as following:
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2. We used a shotgun strategy to sequence an unknown DNA molecule. Assume we obtained reads (fragments) with coverage 10, i.e. in average, each nucleotide in the target DNA is covered by 10 different reads (as in the following figure). Suppose the distribution of sequencing errors is dependent on the real nucleotides, i.e. the probability distribution P(X|Y) over nucleotides X in reads for different nucleotide Y (=A, C, G, or T) in the unknown target DNA may be different. Explain how to find the most likely (unknown) target DNA sequence as well as the error distribution using an EM algorithm (Note: you can assume the error rate, i.e. P(X|Y) for X ≠ Y is very low, e.g. <<0.1).
…ACCCCTGCCCGTCCCCTGG… target DNA (unknown)
…ACTCCTGCCCGTCCCCTGG… reads
…ACCCCTGCCCGTCCCCTGG…
…ACCCCTGCCCGACCACTGG…
…ACCGCTGCCCGTCCCCTGG…

…ACCCCTGCCCGTCCCCTGG…
…ACCCCTGCCCGTCGCCTGC…
…ACCCCTGCGCGTCCTCTGG…
…ACCCCTGCCCGTCCCCTGG…
…ACCCCTGCCCGTCCCCTGA…
…ACCCCTGCCCGTCCCCTAG…
3. Protein-protein interaction network can be experimentally determined by different techniques, e.g. the two-hybrid systems, tandem affinity purification (TAP) coupled to mass spectrometry, etc (http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=pubmed&cmd=Retrieve&dopt=AbstractPlus&list_uids=15193308&query_hl=2&itool=pubmed_docsum). However, these techniques may have different false positive P(-|+), and false negative rate P(+|-) rates. Assume we have applied m distinct techniques to elucidate the interactions between N proteins in an organism. Since the errors in the experimental measurement, each technique may give a (slightly) different result for the protein-protein interactions. Describe an EM algorithm that can predict the most likely (consensus) protein-protein interactions as well as false positive and false negative rates for each technique.
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